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Abstract— Instruction-level traces are widely used for program
and hardware analysis. However, program traces for just a few
seconds of execution are enormous, up to several terabytes in
size, uncompressed. Specialized compression can shrink traces
to a few gigabytes, but trace analyzers typically stream the
the decompressed trace through the analysis engine. Thus, the
complexity of analysis depends on the decompressed trace size
(even though the decompressed trace is never stored to disk).
This makes many global or interactive analyses infeasible.

This paper presents a method to compress program traces
using binary decision diagrams (BDDs). BDDs intrinsically sup-
port operations common to many desirable program analyses
and these analyses operate directly on the BDD. Thus, they are
often polynomial in the size of the compressed representation. The
paper presents mechanisms to represent a variety of trace data
using BDDs and shows that BDDs can store, in 1 GB of RAM,
the entire data-dependence graph of traces with over 1 billion
instructions. This allows rapid computation of global analyses
such as heap-object liveness and dynamic slicing.

I. INTRODUCTION

Performance tuning and hardware debugging make exten-
sive use of instruction-level trace analysis [13]. Researchers
have also suggested trace-based tools to debug complex soft-
ware [14]. Unfortunately, faster processors and complex bugs
increase the size of required traces. Trace files can easily grow
to terabytes in size depending on the information collected and
the duration of traced execution.

In response, researchers have developed streaming compres-
sion algorithms (e.g., Burtscher et al. [3]) that can compress
these traces by a factor of 10 or more. Unfortunately, these
techniques do not speed trace analysis. Compression tech-
niques force analyzers to stream a decompressed version of
the trace through the analysis engine. Thus, analyses have
complexity that depends on the decompressed trace size,
even though the full decompressed trace is never stored on
disk. With large traces, this time-consuming process prohibits
certain global analyses and interactive tools. Examples of pro-
hibitively expensive operations include memory-data liveness
visualization, trace slicing [15], and interactive visualization
of application-level parallelism.

Ideally, a compressed trace format should allow analyses
to operate directly on the compressed representation with
complexity that is a function of compressed trace size. Then,
if large portions of compressed traces fit in memory, global
analyses and interactive visualization become possible. Larus
et al. propose such a technique for whole program path
analysis [7]. The technique uses the SEQUITUR compression
method and works well for finding sequence matches in
program execution. But, it does not permit direct application

of data-centric analyses (e.g., trace slicing) that are of interest
to system designers and programmers.

This paper presents a compression technique, based on
Binary Decision Diagrams (BDDs) [2] that (1) supports data-
flow centric analyses such as liveness and slicing, (2) has
sufficient compression that large portions of program execution
can be held in RAM, (3) allows efficient analysis, and (4)
permits random access to trace data.

II. TRACES AS BDDs

Binary decision diagrams (BDDs) [2] are graph data struc-
tures that represent arbitrary boolean functions. Under the cor-
rect circumstances, they represent these functions compactly,
achieving exponential reduction in size in many practical
cases. Furthermore, operations used in trace analysis map to
BDD operations. Worst-case, these operations complete in
polynomial time in the number of nodes in the BDD, the
size of the compressed representation [2]. Thus, BDDs are
an attractive candidate for performing global and interactive
analysis of large traces.

To use BDDs to compress and analyze traces, the following
questions are answered below. (1) How does one represent
a trace as a boolean function? (2) How does one analyze a
boolean function representation of a trace? (3) How do BDDs
compress the boolean function representation?

A. Traces as Boolean Functions

Boolean functions can be used to represent arbitrary sets of
data if the possible elements of the set are encoded in binary.
For example, if the universe (denoted {2) has 4 elements «,
0, 7, and §, one can represent subsets of these elements by
encoding them using two boolean variables = and y such that
a=(0,0), 3=(0,1), v = (1,0), and 6 = (1, 1), where each
tuple is of the form (z,y).

To represent the set ' = {a,~}, one creates the boolean
indicator function for F, f(z,y), such that f evaluates to true
if and only if its argument (z,y) encodes « or . In this case,
f =49 (.e., not y). To test if some element A\ is in a set
with indicator function g, one evaluates g with arguments that
correspond to A. To see if « is in F, one computes f(a) =
f(0,0) =0’ =1, and thus « is in the set F'. f(8) = f(0,1) =
1 =0, so 3 is not.

Using this idea, boolean functions, and thus BDDs, can
be used to store arbitrary data. To represent the set of all
program locations seen in a trace, one stores sets of n-bit
unsigned integers, where n is the number of bits in the program
counter (PC). Here the trivial binary encoding of each program



location is its PC value expressed in binary. Assuming a 4-
bit PC encoded from MSb to LSb as (x,y, z,a), a trace that
only executed the instructions at location 4 and 5 would be
represented by the function h = 2’ Ay A 2’ = 2'y2’.

Tuples drawn from I x A can be used to represent the data
addresses accessed by each program location, where I' is the
set of program locations and A is the set of possible data
addresses. The fact that program location 7 accesses addresses
10, 11, 12, and 13, and that location 6 accesses addresses 10
and 11 is modeled by the set

F = {(7,10),(7,11),(7,12), (7,13), (6, 10), (6,11)}

Now, let boolean vectors g and 1 indicate elements of T’
and A using the trivial encoding. If all memory locations are
4-bits (||g]| = ||1]| = 4) the indicator function for F, f, is

f(g.1) = 939291131501 V g5929190l3l21}

where go and [y are the LSb in the respective encodings.

The notion of sequence is the final element in understanding
BDDs as trace representations. Instruction traces are usually
stored as an ordered data structure. On disk the relative
position of an instruction in a trace is determined by its relative
position in the file. Older instructions are at earlier positions;
newer instructions are at later positions. This notion of pro-
gram order is critical for understanding dynamic properties
such as instruction-level parallelism, data dependences, etc.

To capture the notion of order, assign every dynamic in-
struction in a trace a sequence number called the dynamic
instruction number or DIN (e.g., the 1st instruction is 0, the
2nd is 1, the 100th is 99, etc.). Any pertinent data about
an instruction trace is represented using sets of (DIN, data)
tuples. For example, to store which instructions in the trace
correspond to which program locations, one builds the set P
that stores a (DIN, PC) tuple per instruction. To model the
fact that the 45th instruction in the trace is at PC address
0x00ffede0, one adds the tuple (44, 0x00ffede0) to P. Thus
P’s indicator function p has p(44,0x00ffede0) = 1.

Note that it is often useful to store derived trace properties
in BDD form. For example, many trace-based analyses, such
as memory liveness or slicing, require the data-dependence
graph (DDG) for all instructions in a trace (usually computed
implicitly) [15]. The data dependence graph G = (V, E) has
as its vertex set, V, all the DINs in the trace. Thus, the data of
interest is the edge set £, which is a set of (DIN,DIN) tuples.
Note that since all address information is available during trace
collection, the DDG can include dependences through memory
as well as through registers.

B. Trace Analysis with BDDs

We now tackle the question of how to analyze traces stored
using boolean equations (and thus BDDs). For brevity, a full
treatment is omitted, but a method of doing forward slice
analysis [15] using boolean equations is presented below.
Slice analysis is the problem of finding the set of instructions
that are part of a data-dependence chain that originates at
(forward slicing) or ends at (backward slicing) a given set of

function forward_slice(e,ly)
Sold = 0 // Empty set
S = Id
do
e :=eAs
s:=3dl.e
s = rename(d?,d?, s)
while(s # sq1q)
return s

Fig. 1. Computing a Forward Slice using BDDs.

instructions. Other work has described how to map common
operations in other analyses to BDDs [12], [15], with Zhang
et al. being the first to apply these ideas to bit-sets maintained
during trace analysis.

We have already described the simple analysis that tests
for inclusion in some precomputed set. For example, to
know if the instruction identified by DIN 1025 (from now
on instructions will be referred to by their DIN number) is
dependent on DIN 107, one can simply see if (107,1025) is
in E (defined above). To do so, one computes e(107,1025),
where e is E’s indicator function. This operation is linear in
the number of variables in the BDD for e [2].

Now, consider the problem of finding the set of all instruc-
tions that are directly dependent on an instruction with DIN
d, in other words the set of immediate successors of d in
the DDG (called an image computation [1]). To do this, one
must extract all edges in E of the form (d,x), for arbitrary
x. Denote this set by {(d, *)}. Assuming that d is encoded by
(do = 0,dy = 0,dy = 1,ds = 1), the indicator function
for {(d,*)} is I« = dpdydads. The set of all edges
of the form (d,z) is then simply E N {(d,*)}. In terms of
the indicator functions, one computes e A [ {(d,)}- Note that
while we considered the case of direct dependents of a single
instruction d, one could just have easily constructed a function
I that represented all possible edges from a set of instructions
and computed e A I to extract the edges. Note further that
building BDDs for these functions is straight-forward and
computing the logical and of two BDDs is polynomial in the
BDD size [2].

Now all but one building block for the slice analysis
algorithm are in place. Recall that one can extract the set of all
tuples (d, x) that are in E. Call this set E’. One performs slice
analysis by iterating this computation, but to do so one must
extract the set of successor instructions S = {z|(z,z) € E'}.
One can then build the set {(S,*)} and repeat the above
computation until the slice is generated. To perform this
extraction, one uses existential quantification (denoted 3J), an
operation polynomial on BDDs. Given a function f(z,y),
where y is a vector of boolean variables and x a single boolean
variable, g = Jz.f = f(1,y) V f(0,y). To extract S defined
above, one computes S = 3d'.E’ where tuples in E’ are of
the form (d',d?) and d!, d? are boolean vectors.
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Figure 1 shows how to compute the forward slice of an
instruction with DIN d. In the figure, e is given as the indicator
function for the set of edges in the data dependence graph,
1, is given as the indicator function for the instruction with
DIN d, and s is the indicator function for the forward slice
that is computed. The variables in indicator function I are in
the vector d!, the variables in s are also in vector d!, and
the variables in e are (d!,d?). The function rename takes
a function s and renames the variables from set d? to the
corresponding variables in set d!. This operation is linear in
the size of the BDD. Comparing two BDDs to see if they are
equal is a constant time operation [2].

While the above describes a few simple analyses, BDDs can
be used for much more sophisticated work. For a discussion,
readers are referred to the references [1], [12], [15].

C. Compressibility of Trace BDDs

A boolean function can be represented using a binary
decision tree. Figure 2 shows a binary decision tree of the
three-variable function f(z,y,z) = 2’y + zy’ + z. Arcs with
a circle correspond to when the variable is false, plain arcs
to when the variable is true. Traversing the left edge of the
graph, we find that f(0,0,0) = 0.

This tree can be compressed into a reduced ordered BDD
(ROBDD) by repeatedly applying three rules. (1) Two nodes
with the same label and children are merged. (2) Any node
with identical children (and no inverting arcs, see rule 3) is
removed and incoming arcs redirected to the child. (3) If a
pair of nodes represent complementary functions (g and ¢),
the nodes are merged into one node for g, the arc to ¢’ is
redirected to g and marked as inverting. The *1’ node is read
as 0 if reached through an odd number of inverting arcs.

Figure 3a shows the resulting BDD for f. In general, BDDs
may compress the tree exponentially.

ROBDDs are canonical; equivalent functions have the same
ROBDD. Note that inverting arcs allow equivalent functions
to have different ROBDDs, but it is possible to always mark
arcs as inverting in a consistent fashion to prevent this [8].
Thus, the compression the BDD achieves depends only on
the function represented and the variable ordering. Compare
the BDD in Figure 3a, which uses the order (X,Y,Z), to the
smaller BDD for f in Figure 3b that uses order (Z,Y,X).
Small changes in the ordering can result in order-of-magnitude
changes in the size of the BDD. Note further that the best
variable ordering depends on the function represented. For
a detailed discussion of BDD variable ordering, readers are
referred to the literature [4], [6], [9].

III. RESULTS

Not all functions are amenable to BDD representation. This
section shows that traces are amenable to BDDs by showing
that trace data dependence graphs achieve compression ratios
from 12x to 60x.

A. Experimental Setup

Experiments measure compression using BDDs to store
the data-dependence graph (DDG) for true memory and reg-
ister data-dependences (as described in Section II) for 64-
bit PowerPC instruction-level traces of a number of gcc-
compiled SPECint 2000 benchmarks. The BDDs themselves
were generated and stored using CUDD [10] on a 32-bit
platform. Each DIN in the tuple was a 64-bit number, for
a total of 128 bits per tuple, and 128 variables in each BDD.

B. Compression Results

Figure 4 shows the number of tuples that fit into a fixed
amount of memory. Note that as memory-size increases the
number of stored DDG edges increases super-linearly in most
cases. This is expected since BDDs can achieve exponential
reduction in representation size [5], [11]. Though 181.mcf
shows only linear growth, it achieves over 50x compression
at all sizes shown (see below). Note further that in only 1 GB
(239 bytes) of RAM, we can store 500 million to 4 billion
DDG edges for up to 1.04 billion instructions (12x to 60x
more edges than the naive representation). This clearly shows
that BDDs provide the promise of large scale analysis within
reasonable memory and time bounds.

Figure 5 shows how the compression ratio varies as the
number of encoded operations increases. The compression
ratio is the size of the naive representation of the set of tuples
(i.e., 16 x number of tuples) divided by the size of the BDD
(i.e., number of BDD nodes x BDD node size) . For clarity,
only a representative set of benchmarks were included. All
omitted benchmarks behave as scaled versions of 186.crafty.
The scaling factor is roughly the ratio of the value of the 1GB
bar for the omitted benchmark in Figure 4 to the value of the
1GB bar for 186.crafty. Benchmarks 181.mcf, 197.parser, and
175.vpr are outliers. Unlike the other benchmarks, 197.parser
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and 175.vpr show long-term decline in compression ratio after
the initial spike. 181.mcf is an outlier because it initially shows
excellent compression, only a modest dip, and then the usual
long term increase. Also, note that some benchmarks show
superb compression (e.g., 181.mcf) while most show modest
ratios. Further study is needed to understand these variations.

To appreciate the performance of BDD-compressed trace
analysis, consider the following. Using standard compression
techniques [3], it takes 1.8s just to find the 2 millionth
instruction in a trace of 186.crafty. Using BDDs, in one fourth
the time, one can compute the 2 millionth instruction’s forward
slice to a depth of 1000 DDG edges.

IV. CONCLUSION

This paper shows that BDDs offer a method for efficiently
storing and analyzing trace information. The method converts
trace data into a boolean equation which is then represented
using a BDD. The paper demonstrates that under the right
variable ordering, the BDD representation offers excellent
compression. Furthermore, unlike most prior compression
techniques, analyses operate directly on the compressed repre-
sentation (i.e., the BDD). Thus, analysis complexity depends
on the compressed trace size. The paper demonstrates up to
a 50x compression ratio when compressing PowerPC traces
for SPECint 2000 benchmarks. With these compression ratios,
1 GB of RAM can hold the entire data-dependence graph
of traces with over 1 billion instructions, allowing rapid
computation of global analyses such as heap-object liveness,
dynamic slicing, and many others.
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